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EXPLAINING THE EIGENVECTOR IN LAY 
LANGUAGE 

 
 
 

ABSTRACT 
Decision making depends on identifying a structure of criteria and 
alternatives of a decision. It also depends on experience and judgments 
to select the best alternative. From the judgments, priorities are 
derived in the form of eigenvectors. An eigenvector is a technical 
mathematical idea that would benefit from simplifying explanation. 
That is what this note does in two ways.    
 
1. What we learn when we have measurements 
The following explanation of what an eigenvector is begins with a 
consideration of comparing items (apples) in pairs whose weight is 
known. We then show that the same process can be used to derive 
relative weights for apples where their weights are not known, but we 
can guess as we compare them in pairs. The latter way of estimating the 
pairwise comparisons can be used to compare items that are not 
measurable, for example on critical issues where judgments must be 
made as to which issue is more important with a certain goal in mind. 
In this case, too, the measurements are unknown in advance and must 
be derived from the quantitative judgments. Notice that all the solutions 
are presented as relative numbers. 
 
Suppose we have three apples, A, B, and C, whose weights in ounces 
are known to be 6, 3, and 1; to derive their relative weights we compare 
them in pairs and enter the comparison as shown in Figure 1 below. To 
form a comparison judgment the size of the apple at the left of the row 
is written in the numerator and the size of the apple at the top of the 
column is written in the denominator as shown in Figure 1. 
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Figure 1. Pairwise comparison matrix with known weights 

 
The weights of these apples are given in ounces but if the weights are 
transformed into pounds or kilograms the absolute values would be 
different but the proportions in the comparisons and hence the fractions 
would be the same.  It does not matter what scale is used to make the 
measurements if proportions are used rather than absolute 
measurements. To get the proportionate measures, we add the numbers 
obtained from using any scale of measurement and divide each value by 
the total. For example the respective relative weights of the apples A, B, 
C using their measurements in ounces are: 

  

These fractions give us the part of the whole for each apple, regardless 
of the scale used to make the measurements. The decimals .6, .3, and .1 
are referred to as the priorities for apples A, B, and C according to 
weight. The table of comparisons can be rewriten using these priorities 
instead of the original weights as shown in Figure 2. 

6 3 1.6, .3, .1.
6 3 1 6 3 1 6 3 1

= = =
+ + + + + +
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Figure 2. Matrix of pairwise comparisons using priorities 

 
If we multiply the numbers in each column under an apple by the 
priority weight of that apple: the first column by .6 the second by .3 and 
the third by .1, the denominators cancel in each column and the three 
columns become the same.  
 

 
Figure 3. Rows sums and column sums of pairwise comparison matrix. 
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The sums on the right are three times the original weights, that is they 
are proportional to them with a multiplier of three. But the number three 
can also be obtained by first adding the columns as shown above. then 
taking the sum. The same number three is obtained by adding the sums 
of the rows.  
 
2.What to do if we have no measurements 
If the weights of the apples are unknown, we get them in the relative 
form of percentages by using judgments: 

 
 
How do we get the unknown relative weights of the apples from our 
judgments? In that case we follow what we did when we have 
measurements above, but because we don’t have priorities for the apples 
we assume they are unknown and we need to find their true values. Thus 
we  multiply by three unknowns in place of the three priority 
measurements .6, .3, .1 . We note that the one in the first row and first 
column in this table represents the comparison of the large apple with 
itself, but the one in the middle position represent comparison of the 
medium apple with itself and the one in the third row and third column 
represents comparison of the small apple with itself. These ones do not 
convey the information about the size of the apple being compared. We 
must introduce the weights of the apples to make the different ones 
mean what they say. But as we just said, the weights are unkown and 
must be indicated for now by unknown variables x, y, z. Thus we 
multiply the numbers in the first column by x, those in the second 
second column by y and those in the third column by z. Now we can 
add the weighted numbers in each row. Following our example above 
we require that the solution should be a constant multiple a (whose 

Size 
Comparison 

Apple A     Apple B    Apple C 

        Apple A    1        2           6  6/10
          
        Apple B  1/2           1           3  3/10                
         
        Apple C  1/6      1/3           1  1/10                

Resulting 
Priority  
Eigenvector 
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value in the example above was equal to 3). For this example, we have 
for the sum of the weighted rows respectively: 

  

Here is how we get that solution. If we multiply the second equation by 
two and subtract the resulting equation from the first equation we get 

. If we multiply the third eqaution by six and subtract the resulting 

eqaution from the first equation, we get  If we now normalize by 

dividing each of  x,y,z by the sum of their values we get: 

  

The three variables together define what is known in mathematics as an 
eigenvector of the matrix of the numerical coefficients found in the first 
three equations, and a is called an eigenvalue of that matrix. 
 
3. A Second Interpretation 
The priority of the importance of each apple according to its relative is 
the sum of all the numbers that represent the judgments in its row of the 
comparisons. These numbers indicate how much it dominates every 

2 6

3
2

6 3
and for the  sum of the weighted columns we have
10 10 10
6 3
We must solve a system of four equations in four unknowns , , , .

x y z ax
x y z ay

x y z az

x y z a

x y z a

+ + =

+ + =

+ + =

+ + =

2
xy =

.
6
xz =

6
10

2 6
3

2 10
1

6 10
and from the fourth eqaution we have on substituting these values for x,y and  that 3.

x x
x xx y z x

xy

xz

z a

= =
+ + + +

= =

= =

=
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other element. But all the elements are not equally important. If we 
know how important they are we would use that priority of importance 
to weight each judgment by it and then add the weighted numbers in 
each row and get these priorities back.  Not knowing the priorities, we 
assume that all the elements are equally important and use the same 
constant number to weight the judgments in each row and add over that 
row. Doing that, we get a first estimate of the priorities.  This estimate 
is the exact priorities when we have measurements. We use this first 
estimate of the priorities to weight the judgments in each row and add 
the weighted numbers in each row to get a new estimate of the priorities 
of the elements. We stop if the first set of priorities is identical to the 
second set. Otherwise, again we use this second set of priorities to 
weight the judgments in each row and add the weighted numbers to get 
a third estimate. We continue the process until the last estimate of the 
priorities is close enough for our need of accuracy to the one before it.  
Now we have the priorities we are looking for. Computing the 
eigenvector does exactly what we just described above.  
 
Some researchers of Multiple-Criteria Decision-Making prefer to obtain 
the priorities using the utility values instead of the eigenvector. Some 
of them are critics of the eigenvector, because according to Harker & 
Vargas1 of a misunderstanding of the theoretical foundation of the AHP 
or a reluctance to move away from traditional methods used in multi-
attribute utility theory.  
 
There is a danger of working with utility values: the loss of information. 
The above figure presents the utilities and the eigenvector for the Apples 
A, B and C. Let us suppose that Apple A is rotten and someone replaces 
it by Apple D whose weight is 4 oz. The new values for the priorities 
with the eigenvector and utility are shown in the next figure. As we can 
see, only the utility of the weight of Apple B will be changed, or else, 
the heaviest and the lightest apples will have their utility unchanged, 
even with the heaviest now weighing 50% less. The eigenvector is more 
sensitive to this change. This is a kind of change that often happens in 
real world decisions, measured in days, dollars, people and so on. 

                                                
1 P.T. Harker & L.G. Vargas. The theory of ratio scale estimation: Saaty’s Analytic 
Hierarchy Process. Management Science, Nov. 1987, v. 33, n. 11, p. 1383-1403. 
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 Weight 
[ounce] 

Normalized 
Eigenvector Utility 

Apple A 

6 0.6 1 

 Apple 
B 

3 0.3 0.4 

 Apple C 1 0.1 0 

 

 Weight 
[ounce] 

Normalized 
Eigenvector Utility 

Apple 
D 

4 0.500 1 

Apple 
B 

3 0.375 0.667 

 Apple C 1 0.125 0 

 
An eigenvector is the solution of a problem (a system of equations) that 
depends on several factors.  
 
In the case of decision problems, one is concerned with the 
identification of the best alternative among several alternatives and the 
solution represents the best decision. 
 
In geometry we know that to determine the position of a point in space 
three Cartesian coordinates are required. Therefore, the factors on 
which the solution depends are only three. However, generally in 
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decision problems, the parameters to be taken into account to reach a 
decision may be many. 
 
For example, when we choose the city where to live we need to examine 
and identify the criteria that qualify the best city for us to live in. 
Therefore, criteria such as employment opportunities, entertainment, 
good schools for our children, not too high a standard of living are our 
system of equations. Alternatives such as Orlando, Pittsburgh, 
Washington are our system of unknowns to find the best among them. 
The decision about which city is best (the goal) is our solution. 
 
 
 
 
 
 
 
 
 
 
At this point, once we understand what an eigenvector is, it is essential 
to understand how the assessment process occurs to identify the best 
solution. 
 
The process is based on the comparison judgments that we express in 
terms of preference for a solution rather than for another.  
 
Here we have introduced the concepts of many criteria and many 
alternatives in a decision and the need for an eigenvector in each set of 
comparisons. Thus we have many systems of equations each having its 
own eigenvector. One then also needs to talk about synthesis. This 
synthesis can be obtained from the supermatrix, a stochastic matrix with 
largest eigenvalue equal to one and whose corresponding principal 
eigenvector is the synthesis of all other eigenvectors.  
 
 

CRITERIA 

ALTERNATIVES 

DECISION - GOAL 

SYSTEM of EQUATIONS 

UNKNOWN 

SOLUTION 


